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2 Introduction

Vehicular ad hoc networks have received a lot of attention in recemsy€his attention is due to two rea-
sons. First and foremost, there are a number of real-life applicationbebatme possible in the presence of
such an ad-hoc infrastructure. Examples include increasing roaty $gfeesducing the number of accidents
as well as reducing theirimpact in case of non-avoidable accidents, imgrocal traffic ow and efficiency
of road traffic, and offering comfort and business applications tcedi@nd passengers. Second, it is now
technically possible to build such a network. Recent developments in radigaled with signicant research
work in the area of mobile ad-hoc networks, make it likely to build such applicatidgthin five to ten years.

While there has been significant effort to define applications, see &mnpbe, the Car to Car Communi-
cation Consortium [1], the Vehicle Safety communications Project of the iapat of Transportation [4],
and the PReVENT project [5], there are still some hard technical chaitethgit need to be resolved. Perhaps
the hardest of them all is how to achieve communication in an environmenewleérork nodes (vehicles)
move so fast that the very concept of a wireless link between two nodesrsmgéess for time scales larger
than a few seconds, and where the density of the nodes can vary aigsticspace and time, making the
network intermittently connected. The fast mobility renders any proactirgéng protocols, that establish
end-to-end paths between sources and destinations, useless. Timit@ibeconnectivity renders reactive
protocols, that establish end-to-end paths upon demand, non-appkdiiele

To address this challenge, we propose using a new approach of raéing tailored to the needs
of vehicular ad hoc networks and is termed as mobility-assisted routing. Mead#isted routing departs
drastically from the traditional view of networking: When a node (movingelelor a static roadside station)
wants to send a message to one or more nodes (vehicles), it may transmiter mficdpies of the message
to one or more distinct relay nodes. Each relay will carry the messagefuathd may transmit it to a new,
better relay or directly to a destination.

The first routing protocol of that type that comes to mind is flooding, adogrtb which whenever
two vehicles are within range, they exchange all messages that theyal@irhcommon [41]. The main
argument for such an approach is that while flooding clearly wastes setwernk resources, the majority of
VANET applications require the messages to reach a large number of \vehitygvay. Further, since the
network can be disconnected, sending the data to everybody shoutzerdelivery delays. However, recent
studies have shown that flooding creates so much contention for the wicklasnel, that its performance
is, in practice, quite bad. There have a been a number of attempts to allevigetiieam. In [33] the authors
examine a number of different schemes to suppress redundant traiosimsiter a message has been deliv-
ered by flooding. In [40, 43] a message is forwarded to another nddesame probability smaller than one,
i.e. data is gossiped instead of flooded. In [14, 27—-29] simple methods tade&etage of the history of past
encounters are implemented in order to make fewer and more informed thngatecisions than flooding. Fi-
nally, it has also been proposed that ideas from network coding coulsdsel to reduce the number of bytes trans-
mitted by flooding [42]. Although all these schemes, if carefully tuned, canawgiio an extent the performance
of flooding, they are still flooding-based in nature, and thus often exhigame shortcomings as flooding [38,
39].

We propose a different approach than flooding that signicantly reditg@verhead, while achieving
good performance. The idea is to distribute only a bounded number ofscmpéenumber of relay-vehicles,
each of which can then deliver it to the destination or to a new, better relaigle. We refer to these schemes
as spraying-based schemes. Spraying schemes keep the numbesmigsions small while exploiting the
speed of flooding.

To design the optimal spraying scheme, we address the following importastiojos:

(i) How many copies should a scheme sprayVe analyze how to choose the number of copies sprayed
by a scheme to achieve a given delay. We derive analytical expressipressing the expected delay
in terms of the network parameters, and discuss how to solve for the nurhbepies. In vehicular



networks, most of the times its not possible to know the network parameters éikeuthber of cars
on the highway. So we also describe an online algorithm to estimate the netararkgters. Finally,
to show that spraying schemes scale, we show that as the number ofimdldesietwork increases,
the percentage of nodes that need to become relays in spraying scireardsy to achieve the same
relative performance, is actually decreasing.

(i) How to route each copy:Once the copies have been sprayed, how does each relay route this cop

towards the destination. We propose the use of the single-copy utility-lsasetne from [37] for

this purpose. Each node maintains a timer for every other node in the netwibith records the
time elapsed since the two nodes last encountered each other. These tarsnsilar to theage of

last encountein [17], and are useful, because they contain indirect (relative) latatimrmation.

We show that using these timers or other similar utility functions to route eachlea@y to significant
performance improvement in the context of vehicular networks. We alsoigishow to modify the
utility functions to incorporate the presence of roadside stations whichtdeamrinstalled specifically

to help delivery in vehicular networks.

(i) How to distribute copies: The choice of spraying method directly affects the expected delay of
spraying phase. Further, this delay is independent of the particuldesingy routing scheme that is
used to route each copy in the second phase. We first show that if nogsmants are independent
and identically distributed (11D), then allowing each relay to give away hatsaopies till it has only
one remaining is the optimal strategy. We label this strategy binary spraymthéf show that if node
movements are not |ID, but instead, each node has an utility associatatfodestination, then if this
utility function is also used to route each copy through a single copy utilityebssgeme, then binary
spraying still remains the optimal strategy.

Up till now, we ignore contention in the analysis. Incorporating wirelesserdion complicates the
analysis significantly. This is because contention manifests itself in a numbeysf, including (i) finite
bandwidth which limits the number of packets two nodes can exchange whileatbeyithin range, (ii)
scheduling of transmissions between nearby nodes which is neededd@awessive interference, and (iii)
interference from transmissions outside the scheduling area, which nsgriiicant due to multipath fad-
ing [8]. To analyze how do the answers to the previous three questiangelif we incorporate contention,
we first propose a general framework to incorporate contention in tHerpgance analysis of mobility-
assisted routing schemes for ICMNs while keeping the analysis tractabléheiVause this framework to
derive delay expressions for spraying schemes and use thesesgpeeto understand whether and how do
our previous results change?

Our objective is to design highly efficient routing schemes for vehiculan@dnetworks (VANETS),
that are tailored to supporting real-life safety-related applications. Heveavant to understand how the
proposed routing algorithms work with realistic vehicle mobility. To accomplish tbéd,gve first propose
a new mobility model which captures the essential characteristics of humemdnobility. The proposed
model is atime-variant community mobility modeind is referred to as the TVC model. Using empirical
traces, we first show that the TVC model captures the statistics obserwashiicular traces. Then we
derive delay expressions for spraying based schemes for a spestfintiation of the proposed mobility
model. Finally, we use these expressions to show that spraying schehiegeagery good performance
with realistic vehicle mobility too.

We also propose a new protocol to enable one-to-many communication whipeessing duplicate
transmissions. Finally, we use showcase applications to demonstrate thalitiptiand efficacy of the
proposed protocols. The end-result of this work is a library of prdgyaghich we label spraying schemes,
which offer a reliable and efficient method of routing messages betwdgdes and between vehicles and
roadside stations, and support a wide range of safety applications.



3 Optimal Design of Spraying Scheme

In this section, we discuss the problem of efficient routing in vehicular owisy and describe our proposed
solution, Spray routing. Our problem setup consists of a number of rfeeliEles) moving inside a bounded
area (city) according to a stochastic mobility model. Additionally, we assume teatetwork is discon-
nected at most times, and that transmissions are faster than node movemgtaKies less time to transmit
a message meters far - ignoring queueing delay - than to carry it for the same distgnce)

Our study of single-copy routing algorithms [37] showed that using onyaopy per message is often
not enough to deliver a message with high reliability and relatively small dekayéhicular network. On the
other hand, routing too many copies in parallel, as in the case of floodsgglsghemes (e.g. epidemic rout-
ing or gossiping), can often have disastrous effects on perform@6¢elhe total transmissions performed
by epidemic routing are orders of magnitude higher than those performad bgtimal scheme. So, under
low traffic loads epidemic routing achieves close to optimal delays, but asffie input increases it begins
to suffer severely from contention and its delay very quickly increases.

Based on these observations, we have identified the following desirabtgdpals for a routing proto-
col in vehicular networks. Specifically, an efficient routing protocol iis tontext should:

e perform significantly fewer transmissions than flooding-based routihgraes, under all conditions.

generate low contention, especially under high traffic loads.

deliver a message faster than existing single and multi-copy schemes, laibd ebose to optimal
delays.

deliver the majority of the messages generated,;

Additionally, we would like this protocol to also be:
e highly scalable, that is, maintain the above performance behavior despitgehin car density.

e simple, and require as little knowledge about the network as possible, intortiilitate its imple-
mentation.

3.1 Spray and Wait

Since too many transmissions are detrimental on performance, especialeyrastwork size increases, the
proposed protocopray and Wajtdistributes only a small number of copies each to a different relay. Each
copy is then “carried” all the way to the destination by the designated relay.

Binary Spray and Wait Binary Spray and Wait routing consists of the following two phases:
e spray phasefor every message originating at a source nddeessage copies are initially spread to
L distinct relays. The source of a message initially starts wittopies; any nodel that has, > 1
message copies (source or relay), and encounters anotheBn@dé no copies), it hands over B
|n/2] of its copies and keefs:/2] for itself; when it is left with only one copy, it switches to the wait
phase.

e wait phaseif the destination is not found in the spraying phase, each of.thedes carrying a mes-
sage copy performs “Direct Transmission” [37] (i.e. will forward the s&ge only to its destination).

This is reasonable assumption with modern wireless devices. Assurnesaiople, that a node has a rangé@dm and a radio
of 1 Mbps rate. Then, it could send a packetldt B at a distance of00m in only 8ms. Even if that node is a fast moving car with a
speed of sagbmph, it could carry the same packet at a mere distance of lesslthan the same&ms.



Binary Spray and Wait decouples the number of transmissions per messagthe total number of
nodes. Thus, transmissions can be kept small and essentially fixed fayeardéange of scenarios. Addi-
tionally, its mechanism combines the speed of epidemic routing with the simplicity anihésg of direct
transmission. Initially, it “jump-starts” spreading message copies quickly inranerasimilar to epidemic
routing. However, it stops when enough copies have been sprayadhtargee that at least one of them
will reach the destination, with high probability. Since cars move quickly aiddbe network and “cover”
a sizeable part of the network area in a given trip, we will showdinét a small number of copies can create
enough diversity to achieve close-to-optimal delays

As we mentioned earlier, the basic idea behind Binary Spray and Wait (fendirg the 2-hop scheme
of [20] to introduce more than one relays) is relatively simple and has beatifidd as beneficial by other
researchers also [15, 31, 33]. However, a number of importantiQaeseed to be answered first, before
the desirable performance can be achieved: (i) How many copies shealteene spray? (ii) How should
these copies be distributed to different vehicles and roadside stationst pessible to do better than binary
spraying? (iif) How should each of these copies be routed, i.e. is waitirigdatestination after spraying the
best strategy?

3.2 Deciding the Right Number of Copies

In this section, we analyze how to choose the number of copies useddddnal) in order to achieve a
specific expected delay. Let us assume that there is a specific deliky cbnstraint to be met. One
reasonable way to express such a constraint would be as a dattees the optimal delay D,,; (a > 1),
since this is the best that any routing protocol could.do

We first state theorems which express the expected delay of optimal rontirgpeay and wait in terms
of the network parameters. Throughout this section, we will be making tleviog assumptions:

Network: M nodes move on & N x v/N 2-dimensional torus. Each node can transmit up to distance
K > 0 meters away, wher& /+/N is much smaller than the value required for connectivity [22], and each
message transmission takes one time unit.

Mobility Models: We assume that all nodes move according to some stochastic mobility model §:XMM”
We next define a mobility property. The statistics of this property will be usélddrexpected delay expres-
sions for different routing scheme.

Meeting Time Let nodes andj move according to a mobility model ‘mm’ and start from their stationary
distribution at time). Let X;(¢) and X (¢) denote the positions of nodéand; at timet. The meeting time
(M,,,) between the two nodes is defined as the time it takes them to first come withenahagch other,
that iSM,., = ming{t : | X;(t) — X;(t)|| < K}.

We assume that the “meeting times” of the mobility model “mm” is approximately expotigrdis-
tributed or has an exponential tail, with expected meeting time equalM,,,,. It has been shown that a
number of popular mobility models like Random Walk [9], Random WaypointRaddom Direction [33,
35], as well as more realistic, synthetic models which are suitable to modelkt®higtween moving ve-
hicles [24] exhibit such (approximately) exponential encounter cheriatics. Therefore, the subsequent
analysis and algorithms of this and the following section apply to all these models.

Contention: Throughout our analysis we assume that bandwidth and buffer spadefiaite. In other
words, we assume that there is no contention for these resourcesseati®ens address how do the results
presented in this section after incorporating contention in the analysis.

The following theorem states the expected delivery time of the optimal algorithm.

2By this, we do not assume tha&tD,,,; is always known to the user. ED,,. is not knowna could still be used as a measure of
how “aggressive” the protocol should be.



Theorem 3.1 The expected message delivery time of the optimal algouiiin,; is given by

Hy—q

EDopt = 0 =1y

EDym, (1)

whereH}, is the k" Harmonic Number, i.eH, = Zle 1 =0(logk).
We next state the expected end-to-end delay of Binary Spray and Weet. thé . copies have been
sprayed, each of therelays will independently look for the destination to directly deliver the mes&éathe

latter has not been found yet). We first state the delay of the wait phase fioliibwing Lemma.

Lemma 3.1 Let EW denote the expected duration of the “wait” phase, if needed, ankl Mt,,,,, denote the
expected meeting time under the given mobility model. TH#n,is given by
E Mym

EW = LA (2)

The following theorem calculates the expected delivery time of Binary SaralyWait. It defines a
system of recursive equations that calculates the (expected) resideahfter: copies have been spread,
in terms of the time until the next copyf 1) is distributed, plus the remaining time thereafter. It is important
to note that the following result is generic. By plugging into the equations theapate meeting time value
EM,,.,, we can calculate the expected delay of Spray and Wait for the respentivility model [35].

Theorem 3.2 Let ED,,,(L) denote the expected delay of the Binary Spray and Wait algorithm, when
copies are spread per message. Let furthdp (i) denote the expected remaining delay aftenessage
copies have been spread. ThénD(1) ~ EDg,(L), where ED(1) can be calculated by the following
system of recursive equations:

‘ EMpp  M—i—1__ . [ L]
ED(i) = i(M—i)+ M ED(z—!—l),ze{l,g],

EDpwm  M—i—1(2—L__ . L—i_ L
ED(i) = EDG)+ 2 LED(i+1)) forie |2 +1,L—1|;
0 M —0) T M= ( i PP+ = ED(i+ )>’°’6{2+’ }

ED(L) — EW:EJ‘?"’".

The above result, albeit quite useful in accurately predicting the perfarenaf Binary Spray and Wait,
is not in closed form. This makes it difficult to theoretically compare the perémice of Binary Spray and
Wait to that of the optimal scheme, or to calculate the number of copies to berusleded form. For this
reason, in the following lemma we also derive an upper bound that is in dosedby assuming that Source
Spray and Wait is performed, that is, only the source can forward acogw Note that Source Spray and
Wait always has a larger delay than Binary Spray and Wait.

Lemma 3.2 The following upper bound holds for the expected delay of Binary Spy/\&it:

M —L
EDsw < (HM—l - HM—L) EMmm + mEW (3)

whereH,, is thentN Harmonic Number, e, =57, 1 =0(ogn).

i=17

This bound is tight for a small./M ratio, but becomes pessimistic as this ratio grows larger. This
is because the bound basically includes the full time until all copies aredspeggardless of whether the
destination is found in one of the initial steps of the spraying phase. Hoywelren the number of copies is
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Table 1: minimumL to achieve expected delay
| a [[15] 2 [3[4[5]6[7]8[9]10]

recursion 21 13 8|6 |54 3|33 2
bound NA | NA |11 | 7|6 |5|4| 3|3 2
taylor NA | NA. |10 7| 5|4|3|3]|3 2

much smaller than the total number of nodes (which is the case of most inteisdiptind is very useful
when tuning the performance of Spray and Wait.

The following lemma states that the required number of copies only depeitids pamber of nodes, and
is straightforward to prove from Eq.(3) or Theorem 3.2.

Lemma 3.3 The minimum number of copiés,;,, needed for Binary Spray and Wait to achieve an expected
delay at mosuE D, is independent of the mobility model, the size of the netwariand transmission
range K, and only depends anand the number of node¥ .

The required number of copies,,;, (M) for Binary Spray and Wait to achieve a desired expected
delay can be calculated in any of the following three ways: (i) solve themsystequations of Theorem 3.2
for increasingL, until ED,,(L) < aED,,, or (ii) solve the upper bound equation Eq.(3) farby letting
EDyg,, = aED,,, and taking L, or (iii) approximate the harmonic numb&n, _;, in Eq.(3) with its Taylor
Series terms up to second order, and solve the resulting third degreepodin

2 2M —1 M
(Hi —1.2)L° + (H3; — %)L2 + (a + ) =

MM-1))"  M-1 @

whereH” =Y""  Lis thenN Harmonic number of order.
Method (i) is obviously the most accurate one. However, it is also the mogietsome. Since the upper
bound of Eq.(3) is tight for small /M values, if the delay constraintis not too tight, we can use method (ii)
or (iii) to quickly get a good estimate fdr,,,;,,.
In Table 1 we compare results fdr,,;,, as calculated with each of these three methods for different
values ofa. We assume the number of nodesequalsl00. ‘N.A stand for ‘Non Available’ and means that
such a low delay value is never achievable by the bound. As can be sbéntable thel found through the

approximation is quite accurate when the delay constraint is not too stringent.

3.2.1 Estimating when Network Parameters are Unknown

Throughout the previous analysis we've assumed that network panamigte the total number of nodes
M, are known. This assumption might be valid in networks operated by a sintferay (e.g. sensor
networks), however, this assumption will not hold for vehicular netwofs, we next describe how to
produce and maintain good estimates of necessary network parameteld, lded adapL accordingly.
This problem is difficult in general. A straightforward way to estimafevould be to count unique IDs
of nodes encountered already. However, this method requires a lat@eede of node IDs to be maintained
in large networks, and a lookup operation to be performed every time atg/is@ncountered. Furthermore,
although this method converges eventually, its speed depends on netnednd could take a very long
time in large disconnected vehicular networks. A better alternative is to peoalu estimate a¥/ by taking
advantage of inter-meeting time statistics. Specifically, let us dé&fires the time until a node (starting from
the stationary distribution) encountexsy other node. It is easy to see from Lemma 3.2 fhais exponen-
tially distributed with averagd’ = EM,,,,/(M — 1). Furthermore, if we similarly defin&, as the time

until two differentnodes are encountered, then the expected valie equalsE M., (ﬁ + ﬁ)
CancellingE'M,,,.,, from these two equations we get the following estimateiar
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1= 2:/?2 231?1‘ ®)
2= 1

EstimatingM by the procedure above presents some challenges in practice, b&gars#l, are en-
semble averages. Since hitting times are ergodic [9], a node can colledesatepmeeting time§ , and
T, and calculate time averag@sandT} instead. However, the following complication arises: when a node
1 meets another nodg ¢ andj becomecoupled[18]; in other words, the next intermeeting timeiodnd j
is not anymore exponentially distributed with averdg#/,,,,,. In order to overcome this problem, each node
keeps a record of recently encountered nodes. Every time a new nedeoigntered, it is stamped as “cou-
pled” for an amount of time equal to tmeixingor relaxationtime for that graph, which is the expected time
until a node starting from a given position arrives to its stationary distriby@bnThen, when nodé mea-
sures the next sample intermeeting time, itignores all nodes that it's coupledlith moment, denoted as
cx, and scales the collected samfilg;, by ]‘]\4[_01’6. A similar procedure is followed fof. Putting it alto-
gether, aften samples have been collected:

= 1 - M*Ck

o= - T
1 n - <M—1> 1,k

. 1 — M — ¢ M — ¢

T, = - T Tisl.
? nk_l[( M—1 ) L 1+<M—2) 1”“]

Replacingl’; and7; in Eq.(5) we get a current estimate/af. As can be seen by Eq.(5), the estimator for
M is sensitive to small deviations @f and75 from their actual values. Therefore it is useful for a node
to also maintain a running average &f. Specifically, the running estimafe is updated with every new
estimatel,,.., asM = BM + (1 — ﬂ)Mnew (0 < 8 < 1, with values closer ta providing better stability).
We could now use this estimate bf to calculate the number of copies using one of the previous methods.

Figure 1 shows how the online estimatg, calculated with our proposed method, quickly converges to
its actual value for 200 x 200 network with 200 nodes, for both the random walk and random way-
point models, again validating the generality of our expressions. (Noteetlgat in this small scenario,
our method’s convergence is more than two times faster than ID-countin@lykinoth our method and
ID-counting could take advantage of indirect information learning, whetes exchange known unique IDs
or independently collected samples to speed up convergence.

We believe that similar estimators could potentially be constructed for other rieppesameters or
statistics, as well, (e.g. approximate network akgeor various moments for encounter times) which could
be used to provide users with predictions of the service level availabléntdfed to look further into this
issue in future work.

3.3 Scalability of Spray and Wait

Having shown how to find the minimum number of copies;, to achieve a delay at moattimes the
optimal, it would be interesting, from a scalability point of view, to see how thegmeagel,,;,/M of
nodes that need to receive a copy behaves as a functidi.ofhe reason for this is the following: If
we assume a large enough TTL (time-to-live) value is used, floodingdlmdemes will eventually give a
copy to every node and therefore perform at l@aistransmissions. Increased contention and the resulting
retransmissions will obviously increase this value significantly. On the otired [Spray and Wait performs

L transmissions, and produces very little contention compared to floodiregsahemes. Consequently,
the number of transmissions that Spray and Wait performs per messageadsta fraction’,,,;, /M of the
number of transmissions per message epidemic and other flooding-baseaescperform.
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Figure 1: Online estimator of number of nodéd— N = 200 x 200, transmission range: 0, 3 = 0.98,
mixing time = 4000.

In Figure 2 we depict the behavior 6f,,;,, /M as a function of\/ for different values of. It is important
to note there thatas the number of nodes in the network increases, the percentage e tiaat need to
become relays in Spray and Wait, in order to achieve the same relativeperioe, is actually decreasing
The intuition behinds this interesting result is the following: wHerk M the delay of Spray and Wait is
dominated by the delay of the wait phase; in that cask/ ¥ is kept constant, the delay of Spray and Wait
decreases roughly d§M (asM — oo). On the other hand, the delay of the optimal scheme (and also the
spraying delay) decreases more slowly@ag M) /M [34]. The following Lemma formally states the result.

Percentage of Nodes Receiving a Copy
14
12 1 \
S
< 10
% g | a=2
c 6 |
(]
S 4 a=5
2 ) a=10
1 (s A |
0 ‘
100 1000 10000 100000
Number of Nodes (M)

Figure 2: Required percentage of nodgs;, /M receiving a copy for spray and wait to achieve an expected
delay ofa Dy

Lemma 3.4 Let L/M be constant and lef < M. Let furtherL,,;, (M) denote the minimum number of
copies needed by Spray and Wait to achieve an expected delay that éstat iiD,,,;, for somea. Then
L’"”T(M) is a decreasing function a¥/.

This behavior ofL,,,;,, /M implies that Spray and Wait is extremely scalable. While, usually, the perfor-
mance of many schemes (including flooding-based ones, in our casepddés as the number of nodes
increase, the relative performance of Spray and Wait improves, makipgrftt'mance advantage even more



pronounced in large networks. This property is a must for a vehicukavark in a large metropolitan area
like Los Angeles, where the number of vehicles is expected to be very large

3.4 Routing Each Copy Separately - “Spray and Focus” Routing

Although Binary Spray and Wait combines simplicity and efficiency, it cangtemzed further. Consider
a vehicular network in which vehicles move closely within separate, and sftarsely located groups. In
such situations, partial paths may exist over which a message copy coglddidy transmitted closer to
the destination. Yet, in Spray and Wait a relay with a copy will naively wait uimiloves within range of the
destination itself. This problem could be solved if some other single-comnsetlis used to route a copy
after it's handed over to a relay, a scheme that takes advantage of traistai@inlike Direct Transmission).

We propose the use of the single-copy utility-based scheme from [3#jifopurpose. Each node main-
tains a timer for every other node in the network, which records the time elagisee the two nodes last
encountered each otHdi.e. came within transmission range). These timers are similar tagaef last en-
counterin [17], and are useful, because they contain indirect (relative) latatformation. Specifically, for
a large number of vehicular mobility models, it can be shown that a smaller timex @alaverage implies a
smaller distance from the node in question. Further, we use a “transitivittiin” for timer values (see
details in [37]), in order to diffuse this indirect location information much fatan regular last encounter
based schemes [17]. The basic intuition behind this is the following: in mostisitaaif nodeB has a small
timer value for nodeD, and another nodd (with no info aboutD) encounters nod®&, then A could safely
assume thatit’s also probably close to n@2léNVe assume that these timers aredhlyinformation available
to a node regarding the network (i.e. no location info, etc.).

We have seen in [37] that appropriately designed utility-based scheases] bn these timer values, have
very good performance in scenarios were mobility is low and localized. Ttiigisxact situation were Spray
and Wait loses its performance advantage. Therefore, we propaems were a fixed number of copies
are spread initially exactly as in Spray and Wait, but then each copy is rmmdegendently according to
thesingle-copyutility-based scheme which uses a utility function based on these timers. Weicatiaond
schemeSpray and Focus

Spray and Focus Spray and Focus routing consists of the following two phases:

e spray phasefor every message originating at a source nddeessage copies are initially spread — by
binary spraying — td. distinct “relays”.

e focus phaselet Ux (Y) denote the utility of node X for destination Y; a node A, carrying a copy for
destination D, forwards its copy to a new node B it encounters, if and obly (D) > U4 (D) + Uy,
whereUy, (utility threshold) is a parameter of the algorithm.

3.4.1 Evaluation of Spraying Schemes

We have used a custom discrete event-driven simulator to evaluate andreoting performance of differ-
ent routing protocols under a variety of mobility models and under conterfistotted collision detection
MAC protocol has been implemented in order to arbitrate between nodestiagtéor the shared chan-
nel. The routing protocols we have implemented and simulated are the followlipgpidemic routing

(“epidemic”), (2) Randomized flooding with= (0.02 — 0.1) (“random-flood”), (3) Utility-based flooding
(“utility-flood”), (4) Optimal (binary) Spray and Wait (“spray&wait”), {55pray and Focus (“spray&focus”),
(6) Seek and Focus single-copy routing (“seek&focus”) [34], afjddracle-based Optimal routing (“opti-
mal”). (We will use the shorter names in the parentheses to refer to eammgeaheme in simulation plots.)

3In practical situations, each node would actually maintain a cache of therewesit nodes that it has encountered, in order to
reduce the overhead involved in a large network.
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We choose the number of copiédfor Spray and Wait according to the theory of Section 3.1. (Specifi-
cally, such that the delay of Spray and Wait would be aliutthat of the Oracle-based Optimal if the
nodes were performing random walks.) For Spray and Focus and all ptbtocols we have tried to tune
their parameters in each scenario separately, in order to achieve a gosohissions-delay tradeoff. Finally,
in all schemes that use a utility function, including Utility-based flooding, we ised our own utility func-
tion proposed in [37], which has been shown to perform better than existility functions [29] for most
mobility models.

We first evaluate the effect of traffic load on the performance of difierouting schemes (Scenario A).
We then examine their performance as the level of connectivity changesg8o B).

Scenario A - Effect of Traffic Load: 100 nodes move according to the random waypoint model [13] in a
500 x 500 grid with reflective barriers. The transmission rarfigeof each node is equal t). Finally, each
node is generating a new message for a randomly selected destination wittreasing rate resulting in
average traffic loads (total number of messages generated througbaimulation) fron200 (low traffic)

to 1000 (high traffic).

Fig. 3 depicts the performance of all routing algorithms, in terms of total numibigansmissions and
average delivery delay. Epidemic routing performed significantly morestngssions than other schemes
(from 56000 to 144000), and at least an order of magnitude more than Spray and Wait. Thereferdo
not include it in the transmission plots, in order to better compare the remairiegss. We also depict two
plots for Spray and Wait for two differetit values, in order to gain better insight into the transmissions-delay
tradeoffs involved. Finally, note that, in this scenario, Spray and Foadsimilar performance with Spray
and Wait, and thus we don’t include results for it. In the next section, wesedlin detail scenarios where
Spray and Focus can significantly improve the performance of Spraywaitd

As is evident by Fig. 3, Spray and Wait outperforms all single and multi-gpjocols discussed and
achieves its performance goals set at the start of this section. Specifigalipder low traffic its delay
is similar to Epidemic routing and is4 — 2.2 times faster than all other multi-copy protocols; it performs
an order of magnitude less transmissions than Epidemic routing) and times less transmissions than
Randomized and Utility-based, and (ii) under high traffic it retains the samanéage in terms of total
transmissions, and outperforralt other protocols, in terms of delay, by a factorio® — 3.3.

As a final note, the delivery ratio of almost all schemes in this scenario b@age80% for all traffic
loads, except that of Seek and Focus which was abist and that of Epidemic routing which plummeted
to less thars0% for very high traffic, due to severe contention.

50000 4500
—o—random-flood R .

45000 ] utility-flood a g 4000 = Increasing traffic =
o 40000 11 —— seek&focus g 3500 | - —=
S 35000 | —*— spray&wait(L=10) / 2 3000 1 i
é 30000 1 —*— Spray&wait(L=16) F; 2500 _ - |
@ 25000 3 2000 + m -
o Q 1500 + i
= 20000 >
3 — $ 1000 - i
£ 15000 2 e
= 10000 1 a o

5000 | ‘ ‘ ‘ ‘ ‘
\© ) () ) 5 N
0 : - W o @ W (@ e
Increasing traffic R R 2
- &% o

Figure 3: Scenario A - performance comparison of all routing protoaadieuvarying traffic loads.

Scenario B - Effect of Connectivity: In this scenario, the size of the network2i80 x 200 and the traffic
load is medium. We would like to evaluate the performance of all protocols in metwath a large range
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of connectivity characteristics, ranging from very sparse, highlyatieected networks, @mostconnected
networks.

Before we proceed, it is necessary to define a meaningful conneatgtsic. Although a number of
different metrics have been proposed (for example [16]), no widesbagreement exists, especially if one
needs to capture both disconnected and connected networks. We teiegeneaningful metric for the net-
works of interest is the expectedaximum cluster sizgefined as the percentage of total nodes in the largest
connected component (cluster). This indicates what percentage®d hade already conglomerated into the
connected part of the network, with “one” implying a regular connectédark (with high probability).

The above connectivity metric measures “static” connectivity. It indicateg tonnected a random
snapshot of the connectivity graph will be. However, in situations whaobility is exploited to deliver
traffic end-to-end, “dynamic” connectivity also plays an important rolgerformance. Dynamic connec-
tivity can be seen as a measure of how many new nodes are encountergi/bn node within some time
interval. If nodes move in an 11D manner, this is directly tied to the mixing time for thplyrepresenting the
network [9]. The larger the mixing time, the more “localized” the node movemaudtitee longer it will take
a node tacarry a message to a remote part of the network.

In order to evaluate the effect of dynamic connectivity on differentquols, we present two sets of
results, one where nodes move according to the random waypoint modieree where nodes perform
random walks. The random waypoint has one of the fastest mixing ti&egX)), while the random walk
has one of the slowesb(NV)) [9]. Furthermore, for each mobility model we vary the transmission rdiige
to span the entire static connectivity range.

Figure 4 and Figure 5 depict the number of transmissions and the avesiagdal the random waypoint
and the random walk scenarios, respectively, as a function of trariemissige (respective connectivity
values are shown in the parentheses).

There are a number of interesting things to notice about these plots. FirsygtitRandomized and Util-
ity Flooding can improve the performance of epidemic routing they still haverfoipe way too many trans-
missions to achieve competitive delays. Further, when nodes move aggtordie random waypoint model,
Spray and Wait outperforms all protocols, in terms of both transmissiondelagl, for all levels of connec-
tivity. Its performance is close to the optimal, and thus Spray and Focustafier any improvement. On
the other hand, when nodes perform random walks, Spray and Waiexmalyit large delays, if the network
area is large enough. Here the few copies are spread locally, andatienuestodian takes a very long time to
traverse the network and reach the destination. Even if the number ooepre increased, it would be the
spraying phase that would take a long time, since new nodes are foundleedy. Spray and Focus can
overcome these shortcomings and excel (when the network is not taejpachieving the smallest delay
with only a few extra transmissions. Note though that despite the better utilittidanesed, Utility Flooding is
still plagued by its flooding nature and choice of threshold. This problesewan more pronounced when other
existing utility functions were used.

Finally, both Spray and Wait and Spray and Focus are quite scalableobosty compared to other
multi-copy or even single-copy options. Epidemic routing and the rest ofdhenses manage to achieve a
delay that is comparable to the spraying schemes for very few connecfalitgs only, but perform quite
poorly for the vast majority of scenarios. Spray and Wait and SprayFaxads, on the other hand, exhibit
great stability. They performs few transmissions across all scenariokg achieving a delivery delay that
decreases as the level of connectivity increases, as one would.expec

3.5 Distributing Copies

In this section, we study how to distribute theseopies. The choice of spraying method directly affects
the expected delay of spraying phase. Further, this delay is indepefdla particular single-copy routing
scheme that is used to route each copy in the second phase.

12
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We first state the following theorem which formally shows that binary sppigroptimal when node
movement is independent and identically distrbuted (IID).

Theorem 3.3 When all nodes move in an [ID manner, Binary Spraying minimizes trexesgbtime until all
copies have been distributed.

Proof: Let us call a node “active” when it has more than one copies of a medsees further define a
spraying algorithm in terms of a functiofi : N — N as follows: when an active node with copies
encounters another node, it hands over tf(it) copies, and keeps the remaining- f(n). Any spraying
algorithm (i.e. anyf) can be represented by the following binary tree with the source as itsassign the
root a value of_; if the current node has a valwe> 1 create a right child with a value of— f(n) and a left
one with a value off (n); continue until all leaf nodes have a valuelof

A patrticular spraying corresponds then to a sequence of visiting allshoidiéne tree. This sequence is
random. Neverthelessen the averageall tree nodes at the same level are visited in parallel. Further, since
only active nodes may hand over additional copies, the higher the nurhletive nodes whem copies
are spread, the smaller the residual expected delay until all copiesraegls@ince the total number of tree
nodes is fixedZ'+1°8 L' — 1) for any spraying functiorf, it is easy to see that the tree structure that has the
maximum number of nodes at every level, also has the maximum number of @atigs (on the average) at
every step. This tree is the balanced tree, and corresponds to Binayirgp O

Now, if the node movements are not IID, but instead, each node has anasd8gibgiated for each destina-
tion, which is the most common case in vehicular networks, how does therspase gets modified? We
first find the optimal spraying policy under the following set of assumptiand, later discuss what do our
results imply for general vehicular networks.

(i) M nodes perform independent random walks o & x /N 2D torus (finite lattice). Each node
moves one grid unit in one time unit.

(i) Each node can transmit up t& > 0 grid units away, wher% is much smaller than the value

required for connectivity [22]. We use Manhattan distadge= ||a, — b + b — b,| to measure
proximity between two positions andb (or between two nodes).

(iii) There is no contention in the network. In other words, the buffer spainfinite, and any communicat-
ing pair of nodes do not interfere with any other simultaneous transmission.

(iv) Letthe number of copies distributed by the spraying based scheendsroted by..
We next state a lemma which will be used in the derivation of the optimal spragiicyp

Lemma 3.5 Let E[M (d)] denote the expected time until two independent random walks, startingist a d
tanced from each other, first meet each othBf.\/(d)] can be derived by solving the following set of linear
equations:
pd,a—2EIM(d = 2)] + paa d> K
EM(d)] = ¢ E[M(d)] + paar2E[M(d + 2)] : (6)
0 d< K

wherepg, 4, denotes the probability that the two walks are at a distarigdrom each other in the next
time slot given they are at a distande from each other in the current time slot and, tr > 3, it equals

16gid_120 dy =dy —2 5 da=1 % dy =0

16&7;112 dy=dy+2 ,ford; = 3,itequalsq 12 do=5 ,ford; =2, itequals ?; do =4,
3 _ g _

Bt db=d w =3 m b2

for d; = 1, it equals{% and % for d, = 3 andd, = 1 respectively and fod; = 0, it equals{; and {2 for
ds = 2 anddsy = 0 respectively.
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Now we present an algorithm which will answer the following question: ‘Tvoaales A and B are
within range of each other and has! < L copies of a packet whil& has none. The utility of both the
nodes is known. Then how many of theopies should4 give to B such that the expected delivery delay is
minimized. Before we proceed, we first specify the utility function we will usemongst the different utility
functions used in the literature (see [34]), we choose ‘the distance tedtmation’ for our analysis.

Now we derive the algorithm to find the optimal spraying policy. Let a nodee{li node A) be a
distanced from the destination and hdsopies of the packet. LaD(d, ) denote the time this node will
take to deliver the packet to the destination. In the future time slots, eithef tmefollowing two events can
happen first: (i)£1: Node A meets the destination and delivers the packetFif)Node A meets one of the
potential relays. Let the time duration elapsed till evEpbccurs be denoted B8, ¢ = 1, 2. By definition,

T is exponentially distributed with meati[ 1/ (d)]. To derive the distribution df’,, we use the fact that the
time it takes to meet one particular relay node is exponentially distributed with &8, whereE[M] is

the expected meeting time of two random wall.is the minimum of M # such exponentials which

is also an exponential with mea@ajr Thus, the time duration till one of these two events occur is equal

min(71y,T») and is exponentially distributed with meH
E[M(d)] ' E[M]
Let nodeA encounter a potentlal relay (lets label it nadgbefore meeting the destination. (The proba-

bility of this event is equal to[i) Let nodeA and B be at a distancéd 4 and dp from the
E[M(d)] " E[M]
destination when they meet. Nodehas! copies of the packet whil8 has none. LeD,,(d 4, dp, () denote

the minimum additional delay to deliver the packet to the destination. Then,

M
1 EM]
EID@ ) = ———— Emf i > Plda,dp)E[Dy(da, dp, 1)) (7)
E[M(d)] ' E[M] [()] EIM] da,dp

whereP(d 4, dp) is the probability that the two nodes are at a distaficandd g from the destination when
they meet.

Node A can give any number frofito [ — 1 copies to thes. If i of thel copies are given t@, then the
delivery delay to the destination is the minimumiotd 4,1 — i) andD(dp, 7). Hence,

E[Dy(da, dp,1)] = ming<i<; (B [Min(D(da, | — i), D(dp,1))]) (8)

Note that the solution to Equation (8) gives the optimal spraying policy.

Equations (7) and (8) form a system of non linear equations. Solving tegsations will give the
optimal spraying policy, but solving a non linear system is not easy. Sanake approximations to sim-
plify these equations. (Note that due to these approximations, the spragling gbtained is not really the
optimal, but it will give an intuition into the structure of the optimal policy.)

First, we assume that the sum of two exponentially distributed random varialakso exponential. With
this approximation, the distribution of both(d, ) and Dy;(d 4, dp,1) can be derived to be exponential.
Thus, Equation (7) reduces to the following:

M

1 E[M] 1
E[‘D(da l)] = 1 + M + 1 ElM] i M Z dA7 dB m|n0<z<l ( 1 i 1 > . (9)
EMd)] T EM] EM@)] ' E[M] da,dp E[D(da,l—4)] ' E[D(dp,i)]

Equation (9) is still a system of non linear equations which are not easyite. <80, we make another
approximation by replacind 4 by its expected value. For the random walk mobility mod€&l 4] is equal

“The number of potential relays is equal to the number of nodes whiclvdoave a copy of the packet. This number is upper
bounded by the total number of nodédg, Since the number of potential relays is unknown at a given time, we asejer bound
on this value.
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Figure 6: Studying the optimal spraying policy for Spray and Wait. NetwakafetersN = 150 x
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to d as the probability of moving in any direction is the same. Repladindy d in Equation (9) yields,

M
1 E[M] 1
BID@,0)] = ———5—+ i e dB|dA—d)mmo<z<l< —— >.(10)
EM(d)] * E[M] E[M( ) EM] dp [D(d,l—=i)] ' E[D(dp,i)]

In Equation (10), the value aE[D(d, )] depends only on thosE[D(d, I)] for which eitheri < I or
[ =1,d < d. So, a dynamic program can be used to solve Equation (10).

The dynamic program will be initialized with the value Bf D(d, 1)] which depends on how each copy
is routed towards the destination. Section 3.5.1 and 3.5.2 finds its value fay &pd Wait and Spray and
Focus.

The only unknown in Equation (10) B(dp | d4 = d). Since nod&3 is within range ofA, dg will lie
within d — K andd + K. P(dp | da = d) can be derived using elementary combinatorics to be equal to

K41 drn=d— K

45< B

d—K+2<dp<d+k—-2 .

ﬁ;l dg=d+K

3.5.1 Spray and Wait

In this section, we first study the optimal spraying policy for spray and waét) study the spraying policy
obtained by solving Equation (10), and finally present a simple heuristicwdthieves a expected delay
very close to the optimal.

In Spray and Wait, each relay node routes the copy towards the destinatiandirect transmission.
Thus,E[D(d, 1)] is the expected time it takes for the relay to meet the destination and is equilt6?)).

Now, we study the spraying policy obtained by solving Equation (10). belerd which hasl copies
of the packet meet node which has none. Let the distance to the destination of both the nodes liedibgo
d 4 anddp respectively. Figure 6(a)-6(b) plots the number of copies given te ibdersusd 4 for different
values ofl. Forl = 4, the node which is closer to the destination gets most of the copies whilef@0,
most of the times, nearly half of the copies are given away to Hed€his observation suggests that the
optimal policy behaves differently for different valuesio{Note that node3 gets only one copy when it is
within the transmission range of the destination because the packet will berddliat the next transmission
opportunity.)

To study the behavior of the optimal policy lashanges, we plot the proportion of copies given to nBde
as a function of for different values ofl 4 — d g in Figures 6(c)-6(d). In all the cases, there exists a threshold
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Figure 7: Comparison of the expected end-to-end delay performariearfy spraying, the optimal policy
and the proposed heuristic. Network parametars= 150 x 150, M = 40, K = 20.

for [ below which most of the copies are kept by the node closer to the destinatiabave which the copy
splitting is more or less half and half. We label this threshold as

Based on the above observation, we propose a simple heuristic to distidipigs.di) If/ is less thari,,
and nodeA is closer to the destination, then noBes not given any of the copies. (ii) Ifis less thar,;, and
nodeB is closer to the destination, then noBlés givenl — 1 copies. (iii) If/ is greater thai,, then nodeB
is given half of the copies. Figures 7-8 compare the performance oftiteal policy, the proposed heuristic
and binary spraying for different network parameters. It is easyeditsat the proposed heuristic performs
very close to the optimal and has a better performance than binary spraying

3.5.2 Spray and Focus

In this section, we first study the optimal spraying policy for spray anddpthen study the spraying policy
obtained by solving Equation (10), and finally present a simple heuristidwadtbieves a expected delay
very close to the optimal.

In Spray and Focus, each relay node performs utility based forwatoliveyds the destination. First, we
derive the value off[D(d, 1)] to initialize the dynamic program which is used to solve Equation (10).

Lemma 3.6 E[D(d, 1)] can be derived by solving the following set of non linear equations:

M
1 E[M] .
1 4+ M 1 [—i-] M ZP(d2 | d)E[D(mm(d, dz)a]‘)]‘ (11)
EM(d)] ' E[M] EM(d)] * E[M] dy

E[D(d,1)] =

Proof: In the future time slots either of the following two events can happen first: (@ Aidde meets
the destination and delivers the packet. This time duration is exponentially distlivith meanZ[M (d)].

(i) The node meets a potential relay node. This time duration is exponentiallipdisi with mean‘%.

Let the relay node be at a distanéefrom the destination. Then i, < d, then the relay node is closer to
the destination and it will be given the copy of the packet. The additional timi# take to deliver the packet
will be equal toE[D(d, 1)]. Butif d2 > d, the original node will retain the copy and the additional time it
will take to deliver the packet is still equal #[D(d, 1)]. O
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A particular value of?[D(d, 1)] depends only on those valuesBfD(d, 1)] for whichd < d. Hence, a
dynamic program can be used to solve Equation (11).

Now, we study the optimal spraying policy obtained by solving Equation (ft€) substituting the value
of E[D(d, 1)] derived in Lemma 3.6. Figure 9(a)-9(b) plots the number of copies givelnde B versus
d 4 for different values of. The curves show that most of the times, nearly half of the copies areetiand
over to nodeB irrespective of the value df To confirm this observation, we plot the proportion of copies
given to nodeB as a function of for different values ofi 4 —d  in Figures 9(c)-9(d). For all the cases, nearly
half of the copies are handed over to ndgleThis suggests that binary spraying should perform close to the
optimal policy. Figures 10-11 compare the performance of binary spayitin the optimal policy for differ-
ent network parameters. These figures show that binary sprayingehasptimal performance for Spray and
Focus. The near optimal performance of binary spraying is explaingadfpllowing two observations: (i)
If a node distributes its copies to bad nodes (nodes which have a higieated delivery delay), it still has its
own copy which it can give to a good node whenever it meets one. (i) dWerea bad node will have a chance
to give up its copy to good nodes later in the future. Thus, spraying capiest as possible will achieve a good
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delay performance for Spray and Focus.

3.5.3 Discussion

We now generalize the intuition derived in the previous section to general dtitigtions. For Spray and
Wait, if a smaller utility always means a smaller distance to the destination, thengsadwiats a thresholgl,
such that the following heuristic performs well: (i)lfs less thar,;, and nodeA is closer to the destination,
then nodeB is not given any of the copies. (ii) Ifis less thari;;, and nodeB is closer to the destination, then
nodeB is givenl — 1 copies. (iii) If{ is greater that,;,, then node3 is given half of the copies. All the utility
functions discussed in Section 3.4 satisfy this constraint, hence, thesgpeuristic was found to be very
efficient in vehicular networks.

For Spray and Focus, irrespective of the utility function, binary sp@giways yields efficient results
because the focus phase allows fixing any “wrong” or “bad” decisioade earlier. Hence, for vehicular
networks, Binary Spray and Focus was found to be the best sprasotmepl.

3.6 Collaboration of communication-capable vehicles andaadside stations

In addition to vehicule to vehicule communication, another form of communicati@xpgcted to take
place between vehicles and roadside stations along the road. Such stati@mvisioned to be installed in
intersections, or at regular distances along highways. The correcatign of the binary spray and focus
protocols in a vehicular network does not depend on the existence lofisuastructure. Nevertheless, if
such stations become available, they can be used to signicantly improvenpeant.

Spray and focus treats roadside stations similarly to vehicles. Howevenpamtant difference is that
these stations are assumed to be interconnected, and once a messaied byoone of them, it can reach
very fast distant locations. So, the utility of these stations is the same fordestination. In other words,
if a roadside station comes within range of the destination, then all roadstdmstean be assumed to be
within the range of the destination. Hence, these stations tend to have aigjtyein general, so it is very
likely that vehicles will communicate with each other through roadside stationalWég's observed better
expected delays and higher delivery probabilities in presence of tbadside stations.

Introducing roadside stations introduces the following change to the amaR@adside station is static
while the vehicle is moving according to a given mobility model. The duration aftéctwthey come
within range of each other is no longer one meeting time. This duration is egtia totting time which is
rigorously defined as follows.

Hitting Time Let a nodei move according to mobility model “mm”, and start from its stationary distribu-
tion at time0. Let j be a static node with uniformly chosesy, then the hitting time’(;,,,,,) is defined as the
time it takes node to first come within range of nodg that isT,,,,,, = mtz'n{t X (t) — X < K}

We next state expressions of the expected hitting time for the two most common muotuligis - the
Random Direction and the Random Waypoint mobiity models.

We first define the Random Direction mobility model and then state the expmefsidts expected
hitting time.

Random Direction In the Random Direction (RD) model each node moves as follows: (i) ehaadi-
rectiond uniformly in [0, 27); (ii) choose a speed according to assumption (d); (iii) choose a durAtadn
movement from an exponential distribution with averé}geéiv) move towards) with the chosen speed f@r
time units;® (v) afterT time units pause according to assumption (e) and go to step (i).

5If the boundary is reached, the node either reflects back or re-drierghe opposite side of the network (torus).
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Theorem 3.4 The expected hitting timeT,.; for the Random Direction model is given by:

N L -
El.g=|——= — + Tsiop | - 12
1= (557) (54T (12

We next define the Random Waypoint mobility model, then state a lemma stating thgedistance
covered by a node in one epoch, and then state the expression fopgategkhitting time Random Waypoint
mobility.

Random Waypoint In the Random Waypoint (RWP) model, each node moves as follows [i8hdose a
point X in the network uniformly at random, (ii) choose a speahiformly in [v,in, Vmaz| With v, > 0
andv,,.: < oo. Let v denote the average speed of a node, (iii) move towafdwith speedv along
the shortest path t&, (iv) when atX, pause forT;,, time units wherel,,, is chosen from a geometric
distribution with mear’s;,,,, (v) and go to Step (i).

Lemma 3.7 Let L be the length of an epoch, measured as the distance between the stadithg dinishing
points of the epoch. TheiL,, = 0.3826v/N.

Theorem 3.5 The expected hitting time7’.,,, for the Random Waypoint model is given by:

N ELywp =
ET ., = T . 13
rwp (QKELrwp ) ( T + stop) ( )

3.7 Incorporating Contention

Up till now, we have ignored contention in the analysis. The assumption obmiistion is valid only for
very low traffic rates, irrespective of whether the network is sparsmbror higher traffic rates, contention
has a significant impact on the performance, especially of floodingdlras¢ing schemes. Given the small
contact durations in vehicular network, contention will have a even morerseaffect on performance.
To demonstrate the inaccuracies which arise when contention is ignoredexgmulations to compare the
delay of three different routing schemes in a sparse network, both watkvahout contention, in Figure 12.
The plot shows that ignoring contention not only grossly underestimatekethg but also predicts incorrect
trends and leads to incorrect conclusions. For example, without contetiteoso called spraying scheme has
the worst delay, while with contention, it has the best delay.

Incorporating wireless contention complicates the analysis significantlyisliécause contention man-
ifests itself in a number of ways, including (i) finite bandwidth which limits the nunalbpackets two nodes
can exchange while they are within range, (ii) scheduling of transmissietagebn nearby nodes which is
needed to avoid excessive interference, and (iii) interference framsitnissions outside the scheduling area,
which may be significant due to multipath fading [8]. So, we first proposaigl framework to incorporate
contention in the performance analysis of mobility-assisted routing schemiSMiNs while keeping the
analysis tractable. This framework incorporates all the three manifestai@mntention, and can be used
with any mobility and channel model. The framework is based on the well-kiphwsical layer model [21].
Prior work has used the physical layer model to derive capacity reseks for example, [19, 21, 32], and
has assumed an idealized perfect scheduler. We are interested intoadctiia expected delay of various
mobility-assisted routing schemes under realistic scenarios, and for tatsree assume a random access sched-
uler.
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Figure 12:Comparison of delay with and without contention for threffedent routing schemes in sparse networks.
The simulations with contention use the scheduling medmaaind interference model described in Section 3.7.1. The
expected maximum cluster size (x-axis) is defined as theep&age of total nodes in the largest connected component
(cluster) and is a metric to measure connectivity in spaeseaorks [38]. The routing schemes compared are: epidemic
routing [41], randomized flooding [40] and spraying basadtirg [39].

3.7.1 The Framework

We assume that there aké nodes moving in a two dimensional torus of aféaWe also assume that each
node acts as a source sending packets to a randomly selected destinatity. We assume the following
radio model.

Radio Model: An analytical model for the radio has to define the following two propertigaii{en will two
nodes be within each other’s range, (i) and when is a transmission betweewdes successful. (Note that
we define two nodes to be within range if the packets they send to each m@hecaived successfully with a
non-zero probability.) If one assumes a simple distance-based attenuatiehwithout any channel fading

or interference from other nodes, then two nodes can successfaliyaege packets without any loss only if
the distance between them is less than a deterministic val(edso referred to as the transmission range),
else they cannot exchange any packet at all. The valiéié @épends on the transmission power and the dis-
tance attenuation parameter. However, in presence of a fading clanthiaterference from other nodes, even
though two nodes can potentially exchange packets if the distance betweeistless thak’, a transmission
between them might not go through. A transmission is successful onlytivbesignal to interference ratio (SIR)
is greater than some desired threshold.

We assume the following radio model: (i) Two nodes are within each otherierd the distance be-
tween them is less thali, and (ii) any transmission between the two is successful only if the SIR asegre
than a desired threshol@. Note that this model is not equivalent to a circular disk model because any
transmission between two nodes with a distance less fas successful with a certain probability that
depends on the fading channel model and the amount of interferemoether nodes.

We now present the framework for a mobility model with a uniform node locatistribution. Com-
monly used mobility models like random direction and random waypoint on a gatisfy this assump-
tion [12, 35]. The proposed framework can be easily extended to ary witbbility model [26] in which the
process governing the mobility of nodes is stationary and the movementtohede is independent of each
other.
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We first identify the three manifestations of contention and describe howejoatfiect message ex-
change.

Finite Bandwidth: When two nodes meet, they might have more than one packet to exchaygsvdsSa
nodes can exchangegy packets during a unit of time. If they move out of the range of each otheyr vl

have to wait until they meet again to transfer more packets. The numbeckdtgavhich can be exchanged
in a unit of time is a function of the packet size and the bandwidth of the linkadaleme the packet size and
the bandwidth of the links to be given, henggy is assumed to be a given network parameter. We also
assume that thegyr packets to be exchanged are randomly selected from amongst the pghekets nodes
want to exchande

Scheduling:We assume an ideal CSMA-CA scheduling mechanism is in place which avgidgaultane-

ous transmission within one hop from the transmitter and the receiver. Natteés range of each other and
having at least one packet to exchange are assumed to contend foautimek For ease of analysis, we also as-
sume that time is slotted. At the start of the time slot, all node pairs contend fdraineel and once a node pair
captures the medium, it retains the medium for the entire time slot.

Interference: Even though the scheduling mechanism is ensuring that no simultaneous tiossise tak-

ing place within one hop from the transmitter and the receiver, there is ticts on simultaneous transmis-
sions taking place outside the scheduling area. These transmissiona@iseder each other and hence can lead
to packet corruption.

In the absence of contention, two nodes would exchange all the packgtsdnt to exchange whenever

they come within range of each other. Contention will result in a loss of saeoBtmission opportunities. This
loss can be caused by either of the three manifestations of contentiomdrajghese three manifestations
are not independent of each other. We now propose a frameworkwbk&s conditioning to separate their
effect and analyze each of them independently.
Main Idea: Lets look at a particular packet, label it packktSuppose two nodesand; are within range
of each other at the start of a time slot and they want to exchange thistphekg;, s denote the proba-
bility that they will successfully exchange the packet during that time slott, ke look at how the three
manifestations of contention can cause the loss of this transmission opportunity

Finite Bandwidth: LetE,,, denote the event that the finite link bandwidth allows nodasd j to ex-
change packeti. The probability of this event depends on the total number of packets wbidbs: and;
want to exchange. Let there be a total%élistinct packets in the system at the given time (label this event
Es). Letthere be, 0 < s < S —1, other packets (other than packEtwhich nodes andj want to exchange
(label this event?). If s > sgw, then thes gy packets exchanged are randomly selected from amongst these
s+ 1 packets. ThusP(E,) = Y. ¢ P(Es) (zjigv—l P(ES)+ Y57} sew P(Ef)). To simplify the analy-
sis, we make our first approximation here by replacing the random vaisaiydts expected value in the ex-
pression forP(Ey,, )’ (see Equation (14) for the final expression f(E;,,)). Note that simulations results
presented in [26] verify that this approximation does not have a dragtict@in the accuracy of the analysis.

Scheduling: LetE, ., denote the event that the scheduling mechanism allows ricaies; to exchange
packets. The scheduling mechanism prohibits any other transmission withihagnfrom the transmitter
and the receiver. Hence, to fild £,.1, ), we have to determine the number of transmitter-receiver pairs which

®Note that assuming a random queueing discipline yields the same resultE@snFour setting (yet simplifies analysis).
This is so because a work conserving queue yields the same queukigdateonstant size packets irrespective of whether the
queue service discipline is FIFO or random queueing. In addition, duadicep homogeneity (all packets are treated the same) the
expected end-to-end delay will also be the same. Of course, if paok®idgeneity is lost, for example by assigning higher priority to
packets that are closer to their destination, the expected end-to-endndiéldgcrease as packets with a smaller end-to-end service
requirement will be serviced first.

"We incorporate the arrival process throughs] in the analysisE[S] depends on the arrival rate through Little’s Theorem.
Thus, after deriving the expected end-to-end delay for a routingiselireterms of’[.S], Little’s Theorem can be used to express the
delay in terms of only the arrival rate.
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have at least one packet to exchange and are contending withj thair. Let there be: nodes within one
hop from the transmitter and the receiver (label it evepjtand let there be nodes within two hops but not
within one hop from the transmitter and the receiver (label it ev&ht Thesec nodes have to be accounted
for because a node at the edge of the scheduling area can be withinngmission range of one of these
¢ nodes and will contend with the desired transmitter/receiver pait.(uet) denote the expected number of
possible transmissions contending with thigpair. By symmetry, all the contending nodes are equally likely
to capture the channel. SB(E;., | E,, E.) = 1/t(a,c).

Interference: Let;,.;.. denote the event that the transmission of packéet not corrupted due to inter-
ference given that nodésand;j exchanged this packet. Let there be— a nodes outside the transmitter’s
scheduling area (this is equivalent to evén). If two of these nodes are within the transmission range of
each other, then they can exchange packets which will increase theieteré for the transmission between
i andj. Lets label the event that packetis successfully exchanged inspite of the interference caused by
theseM — a nodes ady;_,. Then,P(E;pier | Eo) = P(Iar—a).

PacketA will be successfully exchanged by nodesnd; only if the following three events occur: (i) the
scheduling mechanism allows these nodes to exchange packets, (ii)iraodigsdecide to exchange packet
A from amongst the other packets they want to exchange, and (iii) this trasiem@oes not get corrupted
due to interference from transmissions outside the scheduling area. Thus

Ptas = P(Ebw) ZP(Ea;Ec)P(Esch | EaaEC)P(Einter | Ea)

a,c

) (SBflp(Ef[S]) . E[SZ]—l SBWP(E;E[SJ>> 5 P(Eo)P(E. | Ea)P(Ini—a) w4
s=0

4 s+1 . t(a,c)
S=SBW a,c

Expressions for the unknown values on Equation (14) can be easiyedersing geometric arguments.
Please refer to [26] for details.

We next study how does the optimal spraying scheme change after inatngacontention in the analy-
sis. We first state a sequence of lemmas which state the expected delasexpméor source spray and wait
(spraying scheme in which only source is allowed to spray copies) anspiay and wait [26] (which yields
a lower bound on binary spray and wait). We will then use these delagssipns to illustrate if and how the
conclusions drawn in the previous sections change.

Before stating the lemmas, we define two additional mobility properties. The drfagssions will be
stated in terms of these two.

Inter-Meeting Time Let nodes andj start from within range of each other at timi@nd then move out of
range of each other at tintg, thatist; = min,{t : || X;(¢t) — X;(¢)|| > K}. The inter meeting time\{,},.,

of the two nodes is defined as the time it takes them to first come within rangetobézer again, that is
M =mingdt —t1 2t > 61, [| X5(8) — X;(t)]| < K}

Contact Time Assume that nodesand; come within range of each other at tiieThe contact time;,,,,
is defined as the time they remain in contact with each other before movingtbetiainge of each other, that
IS Trm, = ming{t — 1 : || X;(t) — X;(¢)| > K}.

Now we state the delay expressions for the two spraying schemeB[ D&t (m )] denote the expected
time it takes for the number of nodes having a copy of the packet to indirease. to m+1 for source spray
and wait routing. First, we state the valig D (m)], and then state the expected end-to-end delay for

Ssw

source spray and wait (denoted ByD™™]) in terms of E[ D1 (m)].

ssw sSsw

M < < L
Lemma 3.8 E[D™™ (m)] = { Molpge T wherepl, =1 (1~ pisy)Flrmml,

Ssw success
m =

success
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Theorem 3.6 E[DIn] = 32,2, piit (i) 1,y EIDI (m)].

Similarly, IetE[D??S’;‘(m)} denote the expected time it takes for the number of nodes having a copy
of the packet to increase from to m + 1 for fast spray and wait routing. Again, first we state the value
E [D}Tf[g(m)], and then state the expected end-to-end delay for fast spray andiematé¢d by~ [ D7 ]).

fsw
mm % 1 S m < L fsw fsw E[Tmm]
Lemma 3.9 E[D7m)) = "Ml whereplit, =1 (1-pL3)
Lplitecss o

Theorem 3.7 E[Dyn] = 2,2, phiii (i) 0,2y EIDY (m)].

We now re-visit the three fundamental questions related to sprayingtisabemes and comment on

how do the conclusions drawn without considering contention changedtaporating contention in the
analysis.
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Figure 13:(a) Minimum value of L which achieves the target expected delay for source spraly veait

(b) L against expected delay (with contention). Network paramsefV = 100 x 100, K = 8, M = 150,0 =
57E[S] = 7oaTstop =0,v=1,sgw = 1.

3.7.2 Deciding the Right Number of Copies

This section studies the error introduced by ignoring contention whenasmwotfind the minimum value of

L (the number of copies sprayed) in order for a spraying-based sclemehieve a specific expected
delay. (Note that we want the minimum value lofwhich achieves the target delay as bigger values of L
consume more resources.) We choose the source spray and wait sgtieithe random waypoint mobility
model as the case study in this section. We numerically solve the expressiBiDi?] in Theorem 3.6 to
find the minimum value of. which achieves a target delay and plot it in Figure 13(a) both with and withou
contention for a sparse network. (For the expected delay of sourag apd wait without contention, we use
the expression derived in [39].) This figure shows that an analysis witentention would be accurate for
smaller values of. (smaller values of. generate lower contention in the network), however it would predict
that one can use alarge number of copies to achieve a target expdeated/bieh actually will not be achiev-
able in practice due to contention. For example, the analysis without contérdioates that a delay 6f) time
units is achievable witlh, = 23 while the contention-aware analysis indicates that it is not achievable eFi§(io)
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shows that. = 23 results in an expected delay of more tHas time units, which is also achievable hy= 5.
Thus choosing a value d@fbased on predictions from a contention-ignorant analysis led to a vatledayf which

is not only much higher than expected but also would have been achigwegbly four times fewer copies. Thus,
we conclude that the analysis without contention will give accurate resuilt$ar smaller values of., and larger
values ofL should not be chosen as they merely create more contention without rgdlueiexpected delay.
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Figure 14:Comparison of fast spray and wait and source spray and wegiie&ed number of copies spread vs time
elapsed since the packet was generated. Network param&ters100 x 100 square unitskK' = 5,0 = 5, spw =

1 packet/time slot. = 20. Expected maximum cluster size (metric to measure connggtifor these network
parameters is equal tb6% for M = 100 and5.2% for M = 250.

3.7.3 Routing Each Copy Separately

Utility-based forwarding reduces the number of copies requif§dd achieve a given delay. Thus it reduces
contention in the spraying phase. However, after copies have bedabutisd;, it requires multiple message
exchanges in the focus phase which increases contention. Amongsbtht@éveontention reduction in the

spraying phase dominates, hence, the conclusions drawn without @amnabng contention in the analysis

still hold. We give a numerical example to support this claim in Section 4.4.3.

3.7.4 Distributing Copies

As shown in Section 3.5, spraying copies as fast as possible is the bedbwpread copies if all the
relay nodes are equal/homogeneous. To answer whether sprayingpiles as fast as possible is optimal
with contention, we compare fast source spray and wait and sourag @pd wait for the random waypoint
mobility model. Since fast spray and wait spreads copies whenever themg @pportunity to do so, it has
the minimum spraying time when there is no contention in the network. On the othérgiace source spray
and wait does not use relays to forward copies, it is one of the slowayisg mechanisms when there is no
contention in the network.

Now we study how fast the two schemes spread copies of a packet wiienishcontention in the
network. Figure 14 plots the number of copies spread as a function of thestapsed since the packet
was generated. Somewhat surprisingly, depending on the density oktiverk, source spray and wait
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can spray copies faster than fast spray and wait. This occurs leetagisspray and wait generates more
contention around the source as it tries to transmit at every possible traemigportunity. Such a

behavior is expected for dense networks, but these results show thedsed contention can deteriorate
fast spray and wait’s performance even in sparse networks. Thie issmore aggravated in vehicular
networks as contact durations are small. In general, unless the netwoeekyisparse, strategies which
spray copies slower yield better performance than more aggressiemsstthanks to reducing contention.

4 Analysis with Realistic Mobility Models - “Community-based Mobility
Model”

To understand the performance of spray and focus routing with realeticie mobility, we propose a new
mobility model. Like a good mobility model, the proposed model has the following tthaeacteristics:
() it capturesrealistic vehicular mobility patterns of scenarios in which one wants to eventually tgpera
the network; (ii) at the same time the proposed modeha&hematically tractablethis is very important
to allow the derivation of performance bounds and to understand the limitatfarasious protocols under
the given scenario; (iii) finally, it idlexible enough to provide qualitatively and quantitatively different
mobility characteristics by changing some parameters of the model, yet inatabfeand scalable manner
as designing a new mobility model for each existing or new scenario is uabksir

The proposed model istane-variant community mobility modelnd is referred to as the TVC model.
One salient characteristic in the TVC modelasation preferenceAnother important characteristic is the
time-dependent, periodical behaviof nodes. To our best knowledge, this is the fgghthetic mobility
modelthat captures non-homogeneous behavior in Bpdteandtime

To establish the flexibility of our TVC model we show that we can match its two premiiproperties,
location visiting preferenceandperiodical re-appearanceawith a vehicle mobility trace[2].

Finally, in addition to the improved realism, the TVC model can be mathematically tréaterive
analytical expressions for important mobility properties of interest, sucth@sneeting time, the inter-
meeting time etc. We illustrate how to derive the statistics of these quantities, andsta¢imem to derive
expressions for spray and focus routing for a particular instantiatidineofnodel.

4.1 Time-variant Community Mobility Model

After analyzing a large number of traces [24], we observed two impopiamerties that are common in all
of them: (aykewed location visiting preferencasd (bjime-dependent mobility behavif23]. Spcifically,
the location visiting preferenceefers to the percentage of time a node spends at a given location and the
time-dependent mobility behavigafers to the observation that nodes visit different locations, depgwain
the time of the day. We believe that these two properties are prevalent inuamgridriven mobility. This
belief is supported by typical daily activities of humans: most of us tend todsp®st time at a handful of
frequently visited locations, and a recurrent daily or weekly schedule inseeparable part of our lives. It
is essential to design a model that captures such spatial-temporal poeferef human mobility in many
contexts.

We next present the design of dime-variant community (TVC) mobility mod@e illustrate the model
with an example in Fig. 15 and use this example to introduce the notations weeaskafde 2) in the rest of
the paper.

First, to induceskewed location visiting preferencege define someommunitiegor heavily-visited ge-

ographic areas). Take time period 1 (TP1) in Fig. 15 as an example, the cuti@sare denoted a[§omm]1.

and each of them is a square geographical area with edge Ié@@tm node visits these communities with

8For all parameters used in the paper, we follow the convention that tisespibof a quantity represents its community index,
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Table 2: Parameters of the time-variant community mobility mbdel

N Edge length of simulation area

v Number of time periods

Tt Duration oft-th time period

St Number of communities in time period

C} Edge length of community in time periodt
Comm§. The j-th community during time period

pgj The probability to choose communifywhen

the previous community i§ during time period
t Stationary probability of an epoch in

community;j during time periodt

Umins Umax, UV

Minimum, maximum, and average spéed

Dimaz,j, Dj Maximum and average pause time after each epoch
L; Average epoch length for communify
Pl e il Prause j Probability that a node is movingpausing
when being in community during periodt
P} Fraction of time the node is in
StatEj (Pjt - P?ﬁw'ue,j + ngause,j)
K Transmission range of nodes
A(a, by,) The overlapped area betwe€lmm; of nodea
andComm/, of nodeb
w’ A specific relationship between a target coordinate
and the communities in time periad
Ot The set of all possible relationships between
a target coordinate and the communities in time petiod
Py (w?) Unit-time hitting probability
under the specific scenarid
Py (w?) Hitting probability for a time period
under specific scenario?
Pt Unit-time meeting probability in time period
P, Meeting probability for a time periotl
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differentprobabilities(details are given later) to capture its spatial preference in mobility. In the mddel,

the mobility process of a node consistsepiochdn these communities. When the node chooses to have an
epochin community;j (we say thathe node is in statg during this epoch), it starts from the end point of
the previous epoch Withi@'ommjl- and the epoch length (movement distance) is drawn from an exponential
distribution with averagé ;, in the same order of the community edge length. The node then picks a random
speed uniformly v, vmaz], @nd a direction (angle) uniformly i, 27|, and performs a random direc-
tion movement within the chosen community with the chosen epoch Rrli first difference between the
TVC model and the standard Random Direction model is hence the spateigree and location-dependent
behavior. Note that, a node can still roam around the whole simulation arieg dome epochs, by assigning an
additional community that corresponds to the whole simulation field (&gum}). We refer to such epochs as
roaming epochs

We next explain how a node selects the next community for a sequencedafse@\t the completion of
an epoch, the node remains stationary for a pause time uniformly choeip,... ;]. Then, depending on
its current staté and time period, the node chooses the next epoch to be in commuynitith probability
p;j. This community selection process is essentially a time-variant Markov chdirtdpéures the spa-
tial and temporal dependencies in nodal mobility and thus makes the communiiiselerocess in the
TVC model nonki.d., an important feature absent in many synthetic mobility models even if they esnsid
non-uniform mobility features. Now, if the end point of the previous egedComm/ (this can be the case
when the node has two consecutive epoch@&mm§, or Comm§ containsC'omm;), the node starts the
next epoch directly. If, on the other hand, the node is currently n@bvmmﬁ atransitional epochs inserted
to bridge the two epochs in disjoint communities. The node selects a randadiraie point in the next
community, moves directly towards this point on the shortest straight path vatidem speed drawn frofo,,,i,,
Umaz|, @Nd then continues with an epoch in the next community. Hence the movenjectoinaof a node is al-
ways continuous in space.

We next introduce the structure in time. To capture time-dependent behan@creates multipleme
periodswith different community and parameter settings. As an example, theiié ar@ time periods with
duration7®, T2, andT® in Fig. 15. These time periods followgeriodic structure(e.g., a simple recurrent
structure in Fig. 15 or the weekly schedule in Fig. 16). This setup natuiablices théemporal preferences
(e.g., go to work during the days and home during the nightspeaniddicityin human mobility. On the time
boundaries between time periods, each node continues with its ongoinig, e@polcdecides the next epoch
according to the new parameter settings in the new time period when it finishegrtbat epoch.

As a final note, we choose to construct the TVC model with simple building blottkoduced above
due to its amenability to theoretical analysis [35] and flexibility. To further erpitee flexibility of our TVC
model, we note that the number of communities in each time period (denot§d ean be different, and
the communities can overlap (as in TP1 in Fig. 15) or contain each other (&2imTFig. 15). Finally, the
time period structure, communities, and all other parameters could be assliffeeehtly for each nodeo
capture node-dependent mobility (e.g., people following different adkesdwith different working places,
etc.), while nodes can share some communities (i.e., the popular locationd).agwseconstruction allows
for maximum flexibility when setting up the simulations for nodes with heterogesieebavior¥’.

and the superscript represents the time period index.

To avoid boundary effects, if the node hits the community boundary itiisserted from the other end of the area (i.e., "torus”
boundaries). Note that we could also choose random waypoint comamglk models for the type of movement during each epoch.
%When necessary, we use a pair of parentheses to include the nodedpdaticular parameter, e.g>; (i) denotes the edge

length of thej-th community during time periotifor node:.
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Figure 15: lllustration of a generic scenario of time-variant mobility model, witkedhime periods and
different numbers of communities in each time period.
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Figure 16: An illustration of a simple weekly schedule, where we use time pe(ibd1) to capture weekday
working hour, TP2 to capture night time, and TP3 to capture weekend day time

4.2 Model Validation

The TVC model described in the previous section provides a generaéfvark to model a wide range of
mobility scenarios. In this section, our aim is to demonstrate the model’s flexibilityalidate its realism
by generating synthetic traces from the model, with matching mobility characteristia well-known,
publicly-available VANET trace. However, it is important to note that the dseioh a model is not merely
to match it with any specific trace instance available; this is only done for validatid calibration purposes.
Rather, the goal is to be able to reproduce a much larger range of realistilityniostances than a single
trace can providg.

We first outline a general 3-step systematic process to construct spmaifidity scenarios. Then,
we demonstrate our success to generate matching mobility characteristics wighgtialitatively differ-
ent traces. All the parameter values we use in this section are also avail@jle in
STEP 1: Determine the Structure in Space and Time
e (1.1 Number of communities) Each community in the TVC model corresponds taadouisited fre-
guently by nodes. The number of communities needed is thus determined bgldsmly one wants the
mobility characteristics to match with the curves. Due to the nature of skewetlolocasiting prefer-
ence, in our experience, only two or three communities are needed to eamiuio 85% of the user
online time spent at the most popular locations. Such a simple spatial stru@lde simple theoretical
expressions. However, if one wants the model to capture more detaild¢edgtailed simulation), the user
can instantiate as many communities as needed to explicitly represent the lessletsit®ns.

1wWe have made our mobility trace generator available at [6]. The toolgeswnobility traces in both ns-2 compatible format and
time-location (i.e.{t, z,y)) format.
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e (1.2 Location of communities) If the map of the target environment is availahke should observe the
map and identify the points of attraction in the given environment to assign thenaaities accordingly.
Alternatively, if the map is not available, one can instantiate communitiesxdom locations

e (1.3 Time period structure) Typically, human activities are bounded by dadyveeekly schedules so a
time period structure shown in Fig. 16 would suffice for most applicatioreapturing finer behavior based

on time-of-day is necessary, one could additionally split the day into time aniH different mobile node
behavior.

STEP 2: Assign Other ParametersAfter the space/time structure is determined, one has to determine the

remaining parameters for each community and time period. This inclmjjel?;, andLT., which represent
the stationary probability (which is calculated after selecting pr@@e’s that lead to a desired stationary
distribution using simple Markov chain theory), average pause time, amdge/epoch length, respectively,
at communityj during time period.

e The average epoch length in each commurf@y,should be at least in the same order as the edge length
of the communityC]t.. This is to ensure that the end point of the epoch becomes almost independs
starting point, since the mixing time of the corresponding process becomesigaite (The motivation for
this requirement is to keep the theoretical analysis tractable.) -

e The average duration the node stays in commuhity given by7r§(D§. + L?/@). The ratio between the
durations the node stays in each community shapes the location visiting prefengrve.

e The highest peak of the re-appearance probability curve is determindtebwveighted average proba-
biIity of the node appearing in the same community during the same type of time p€&hadvalue is
Zt 1 V T Z] 1(Pt) whereP} denotes the fraction of time the node spends in commyhnity

STEP 3 Adjust User On-off Pattern (Optional) The mobility trace generated by the TVC model is an
“always-on” mobility trajectory (i.e., the mobile nodes are always presentesvhere in the simulation
field). However, in some situations some nodes might be absent occasidimais/one may need to make
optionaladjustments to turn nodes off in the generated trace, depending on thiesawioanment to match
with. To address this we assign a probabily, ; as the probability for the node to be “on” in community

We now show thaskewed location visiting preferencasdperiodical re-appearancare also prominent
mobility properties in vehicle mobility traces. We obtain a vehicle movement trace [2f a website that
tracks participating taxis in the greater San Francisco area. We prod@sdeay trace obtained between Sep.
22,2006 and Nov. 1, 2006 for 549 taxis to obtain their mobility characterisfies results are shown in
Figures 17(a) and 17(b) with the labéghicle-trace

We use30 communities and the weekly time schedule in (STEP1). We need more communities for
this trace as the taxis are more mobile and visit more places than people orsitypigampuses. From the
actual trace, we discover that the taxis are offline (i.e., not reporting lthegtions) when not in operation.
Hence we assume that the nodes are “on” only when they are moving alise fimes between epochs are
considered as breaks in taxi operation. Therefore in (STEPR), = (L /v)/(D" + L’ /v), and we adjust
the parameters in a similar way as described in the previous section. Thzscmﬁlgures 17(a) and 17(b)
with label Model match with the curves witWehicle-tracelabel well. As a final note, although vehicular
movements are generally constrained by streets and our TVC model dbeaptore such microscopic
behaviors, designated paths and other constraints could still be addedrirottel’'s map (for vehicular or
human mobility) without losing its basic properties. We defer this for futurekwor

4.3 Derivation of Meeting and Inter-meeting Times

One of the biggest advantages of our model is that, in addition to the realisraldbianalytically tractable
with respect to the important mobility properties required to analyze protafbpnance. In this section,
we demonstrate this property by deriving the meeting and the inter-meeting timeesgecific instantiation
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Figure 17: Matching mobility characteristics of the synthetic trace to the vehididitgdrace. (a) Location
visiting preferences. (b) Periodical re-appearance.

of the model. We refer to this instantiation as the community-based mobility model a®itgthe time-
dependencies.

Community-based Model Nodes move inside the network as follows:

e each nodé has a local communitg; of size||C;|| = ¢*N, ¢ € (0, 1]; a node’s movement consists of a
sequence of local and roaming epochs.

e alocal epochis a Random Direction movemeéntestricted inside are@; with average epoch length
L. equal to the expected distance between two points uniformly chosén in

e aroaming epochis a Random Direction movement in the entire network with expected legth

e (local state L)if the previous epoch of nodewas a Iocal one, the next epoch is a local one with

pI’ObabI|Itypl( ), or a roaming epoch with probability — pl :

e (roaming state Rjf the previous epoch of nodewas a roaming one, the next epoch is a roaming one

with pl’ObabI|I'[yp(l) or a local one with probability — p, @,

Lemma 4.1 calculates some useful probabilities, and follows easily from elemp@ntdability theory.

Lemma 4.1 Let us denote asfl(i) and wﬁi) the probability that a given epoch of nodas a local or a
roaming one, respectively. Let us further denote the probability that, atiere, the node is: (a) moving in

local epoch agy( ) (b) movmg in roaming epoch aéw, (c) pausing after a local epoch @%l , (d) pausing

ml’

after a roaming epoch a;spr. Then:

@ _ l—pr” OB
9 7pl7,) 7p£‘z) 2—;[);1) p(l>
() L. T o o
Y i N SO o) = 1 Thiop pl) = i Tatop
ml ﬂ_(z)Tl + 777("1>Tr 71_(L),T + 71_(z),T pl 71_l(%)ThLﬂ_g)Tr (7')Tl+7-r( )Tr

Table 3 summarizes the new notation specific to the community model describezl S@will focus
here on the case where each nothas its own community’;, but all nodes have the same mobility charac-
teristics, that iSpl(Z) =p andp,(f) = pr, Vi (i.e. drop thez) from all probabilities). The heterogeneous case is
only a straightforward extension of this [35].

Meeting Time: To compute the expected meeting time, we break the problem into the following s&e:ca

() non-overlapped communitiewhich refers to the case where the communities of the two nodes under
study are disjoint, and (iipverlapped communitiegvhich refers to the case where the communities of the
two nodes are the same. (We ignore partial overlap to simplify analysis.)dE #ofse two cases are analyzed
separately, and then we take a weighted average over the two casdéslidimg theorem states the result.

2Note that each node could also perform Random Waypoint movemeatinepoch, instead of Random Direction.
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Table 3: Notation for the Community-based mobility model

C; community of node: [|C;|| = ¢2N, ¢ € (0, 1]
» probability that next epoch is local,
given that previous epoch was local
Dr probability that next epoch is roaming,
given that previous epoch was roaming
m probability that a given epoch is a local one
e probability that a given epoch is a roaming one
pmr || Probability that a node is in roaming state and moving
Dmi probability that a node is in local state and moving
ppr || Probability that a node is in roaming state and pausing
Dpl probability that a node is in local state and pausing
L. expected length of local epoch
Tlstop expected pause time for a local epoch
T, expected local epoch duratioh (/v + Tlstop)
T, expected roaming epoch duratiab/@ + 1 s0p)

Theorem 4.1 The probability distribution of the meeting timé.,..., under the Community-based mobility
model can be approximated by the weighted sum of two exponential distniduwith expected v alue:

2 2
EMcomm - (1 —C )EMcomm,diff +c EMcomm,same- (15)
where,

2K s o -t

EMcomm,diff = N (Ora((Pmr + Pm1)” — Pont) + 2Pmr (Ppr + Pp1)) + 2Pmippr))
—1

2KT [ Orap2,  2Pm R

EM(:omm,same = |: N < i2 L + % + Urq ((pmr +pml)2 - pfnl) + 2pmr (ppr +ppl) + 2pmlp;m' >:|

are the expected meeting time for nodes with non-overlapping and overdappmmunities, respectively.

As a special case, in some real-life situations each node tends to move ntbst tohe in a very
small area that is different for each node (e.g. at home), and that beutahtirely covered by the node’s
antenna, while the network might be much larger (e.qg. a city-wide wirelesoptditan Area Network). In
this case, the probability distribution for the meeting time can be again approxiimasesingle exponential,
simplifying some derivative results.

Corollary 4.1 (Small Community) When the community size of nodes is much smaller than the network

area(||C;|]| < N), the meeting time&MEma) ynder the Community-based Random Direction model is
exponentially distributed with mean value:

1-p, N b
ETrd + 1,;;),1 oK stop (16)

Pinra +2(1 = p,)

EM(small) _

comm

wherep?, = U-p)L/v
Pm (1=pr)Tytop+(1=p1) T

Inter-meeting Time: To calculate the inter-meeting times, we again condition on the two subcasesrof ov
lapping and non-overlapping communities. We first state the result for thdesicgse of non-overlapping
communities.
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Figure 18: Simulation and analytical results for the Community-based mobility m@jélleeting time. (b)
nter-meeting time. Network parameters: = 500 x 500, L = 150,p; = 0.9,p, = 0.5,7 = 1.0, Tstop =

=1
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Lemma 4.2 The expected inter-meeting time for nodes with non-overlapped commisfigs! diff =
EMcomm,diff-

When the communities of the two nodes overlap, then the situation becomes slighglgonoplicated.
Specifically, if the two nodes meet within their community, there is a high probabilétyttiey will meet
again quite fast. The following lemma states the result.

Lemma 4.3 The expected inter-meeting time for nodes with overlapping communities is
EM+ = pf_E[Mf_] +p;E[M2+] + (1 _pf _p;)EMcomm7sam67 (17)

comm,same

where (i)p; is the probability that when the two nodes met, both were in their local statesrdyndne of the
nodes was moving, anfd[ ;"] is the expected inter-meeting time for this case, giji)s the probability that
when the two nodes met, both were in their local states and moving; gvig | is the expected inter-meeting
time for this latter case.

We next state the value of the expected inter-meeting tifhe,},,,,,,, in terms of EM_, ... ... and
EMJ,,.. 4i7 In the following theorem.

C

Theorem 4.2 The expected inter-meeting time of the Community-based mobility model is

EMm = (1= EMY - iop + CEMS, (18)

comm C comm,same*

More results as well as the derivation of all the results presented in thissend the expressions for
pi, E[M;],p3 andE[M,’] can be found in [36].

Accuracy of the Analysis: Figures 18(a) and 18(b) compare the analytical and simulation resultsefor th
expected meeting and inter-meeting times under the Community-based mobility modeln A& seen,
theory matches simulations quite closely.

4.4 Analyzing Spraying-based Routing Schemes

In this section, we state the expected delay values for epidemic routingpiast and wait and fast spray
and focus. Please refer to [26] for the derivation of these valuesstidy epidemic routing as it forms
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the basic building block of fast spraying. To simplify the presentation in this®e we assume that there
arer small communities, and these communities are assumed to be small enough saltihdizs within a
community are within each other’s range. We also assume that the noddsspstof their time within their
respective communities. Finally, we assume that the number of nodes shagngnunity is equal across all
r communities, that is the number of nodes sharing a community is eq&réj to

4.4.1 Epidemic Routing

This section derives the expected delay of epidemic routing for the commbesigd mobility model. Since
each node spends most of its time within its community (which im@i@s....m.dirf] >> E[Mcomm,same)),
we make an approximation to simplify the exposition by assuming that with high Ipitityyaa node starting
from its stationary location distribution will first meet a node within its own communigynth node belong-
ing to a different community. This implies that once a node gets a copy of &pagith high probability,
all members of its community will get the copy before any node outside its commArstgple outcome of
this is that the firs€Z — 1 nodes to get a copy of the packet belong to the source’s community.

We first state how much time it takes for all nodes within the source’s communitgtta gopy of the
packet. This derivation is different from all the derivations in previeastions because[M...m,same] 7#
E[MZ, .. same)- Thus, we need to keep track of which pair of nodes have met in the pasteoe unable
to successfully exchange the packet. We model the system using the fgjlstaie spacgim,m,) where
1 <m < 2 is the number of nodes which have a copy of the packebaneh, < m (X — m) is the number
of node pairs such that only one node of the pair has a copy of the tpHodg have met at least once after
the node (which has the copy) received its copy, and they were unasletessfully exchange this packet
in their past meetings. Let[D,,(m)] denote the expected time it takes for the number of nodes having a
copy of the packet to increase framtom+1 givenm < 42 (which implies that all nodes within the source’s
community have not yet received a copy of the packet).

m M—"’T’L . . .
Lemma 4.4 E[D;,(m)] = 3 (5 =m) pmm%%, whereE[T,, .. | is the expected time elapsed till one

mp=0
of the nodes not having a copy meets a node having a copy of the pgacketthat the system is in state
(m,m,), pf,ilf;p is the probability that the system remains in the statem,,) after these nodes (which met
after E[T,,,»,]) are unable to successfully exchange the packetpangl, is the probability that the system
visits statg(m, m,,).
Please refer to [26] for the expressionsiifT;, ., ], pfﬁ%p andp,m,, -
Next, we state the value @f[Dgr ; .(m)] which is the expected time it takes for the number of nodes

having a copy of the packet to increase franto m + 1.

Lemma 4.5 E[D"™ . (m)] =

epidemic

E[Dyy, (rem(m, 2)) if rem(m, &) £ 0 idemie
E[Mcomm,diff] if rem (m, M) —0 where p =1-

if /1 success2
_ epraemac
m(M m)psuccessQ

r

E[Tcomm,diff] . . L
) o andrem(z,y) is the remainder left after dividing by y.

epidemic
(1 — Pixs2

Finally, we derive the expected delay of epidemic routing for the communitgdoasobility model
(denoted byr[Deomm - 1) in terms of E[Domm . (m)] .

epidemic epidemic

Theorem 4.3 E[Dcomm ] = Zf\izl ﬁ Zin:l E[DCmnm (m)]

epidemic epidemic
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4.4.2 Fast Spray and Wait

This section derives the expected delay of fast spray and wait routimgnee for the community-based
mobility model. As before, first we derive the value BfD°™™ (m)]. Form < L (in the spray phase), the

fsw

value of E[D™™(m)] is derived in a manner similar to the derivationgffb<om™ . (m)] as flooding is used

fsw epidemic

to spread thé copies in the spray phase. Next, we state the valug b, (L)] which is the expected time
to find the destination in the wait phase.

M (NI Y[\ E[Mcomm.ai 9 /
VT anp:o )pf,m,,,E[T;;’PJ)ﬂL(l - N’H) [Lp;:';;f;giff] , wherel — rem(L, %),
E|Ty] is the expected time till the destination receives a copy of the packet giveratkemodes belonging

to the destination’s community which were unable to successfully exchangadket with the destination in
Fsw fsw E[Tcown’n,,diff]
the past, ang =1- (1 - piISQ) .

success2

Lemma 4.6 E[DS°™™(L)] =

fsw

Finally, we derive the expected delay of fast spray and wait for the cantyjnbased mobility model
(denoted byz[D$27™]) in terms of E[D20™ (m)] .

fsw

Theorem 4.4 E[DSm™) = Yo plot (i) 30,y E[DSm™ (m)).

m=1
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Figure 19:Comparison of fast spray and wait and fast spray and focustaye number of transmissions required
to deliver the packet to the destination vs target expectdaydNetwork parametersy = 500 x 500 square units,
M =40, K = 20,0 = 5,sgw = 1 packet/time slotp; = 0.8, p,. = 0.15,r = 4.

4.4.3 Fast Spray and Focus

For community-based mobility models, [25] proposed the use of a simpler farasia utility function for
their ‘Label’ scheme: If a relay meets a node which belongs to the same comnasrilig destination, the
relay hands over its copy to the new node. We use this simple and effetlityefunction to route copies of
the packet in the focus phase. For example, handing over the copypdtket to a vehicle which shares the
parking lot with the destination will get the message delivered faster antlselia

This section derives the expected delay of fast spray and focussfapthmunity-based mobility model.
As before, first we deriveZ[D$27™ (m)]. Since flooding is used to spread the copies in the spray phase,
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E[Dg™(m)] for m < L can be derived in a manner similar to the derivatioe@b:o7” . (m)]. The next
lemma derives the value @f{ D$77 (L)] which is the expected time it takes for the packet to get delivered to

the destination in the focus phase.

Mff i Mfi Mf[ E[Mcomm,di M71
Lemma 4.7 p(Djop (L) = 3= <zn§;0 >m,mpE[TmJ> +(1- 5 (Speeppastt] o 22 (B[Meomm some]
T—l r Ysuccess2 r
=2l i) B e P _ MY fsE faw \Blreommaissl 0 o
+ prISJf‘ i, ) ' wherel = rem(L7 T)’psuccessl =1-(1- Pizs1 andpsuccessQ -

. E[Tconwn.scwne]
f
1 - (1 - pt;;Q) '

Now we derive the expected delay of fast spray and focus for the cartynibased mobility model
(denoted byz[D$7F™]) in terms of E[D$YF™ (m)].

‘H

1< L
1=L "

Theorem 4.5 E[Dw™] = S0, plel (i) X0,y E[D77™(m)], wherep]/, (i) = {

m=1 dest

SSS
[ Il

We now use the analysis presented in this section to validate the claims made im Settothrough
a numerical example. We study how much performance gains are achiespthly and focus over spray and
wait (for the community-based mobility model) both with and without contention in éteark by plotting
the minimum value of the average number of transmissions it takes to achieveratgrget expected
delay for both the schemes in Figure 19. We first find the minimum valuke which achieves the given
target expected delay for both the schemes and then find the averagermafitansmissions which is equal
to Zle ipffest(z'). (The minimum value of. is computed using the analytical expressions derived in this sec-
tion. The value o} _, (i) for both the schemes was derived in Theorems 4.4 and 4.5.) We obsetrfastha
spray and focus outperforms fast spray and wait even with contentibie imetwork, with gains being larger
with contention. SINC&[ M comm.diff] >> E[Mcomm,same), fOrwarding a copy to any node in the destina-
tion’s community in the focus phase significantly reduces the delay for the Bavithout significantly increas-
ing the contention as it requires only one extra message per copy. Hastagray and focus shows more per-
formance gains over fast spray and wait after incorporating contention

5 Support for Multicasting

While there are safety applications that involve two vehicles only, for exanaplglications that prevent
accidents resulting from changing lanes when a vehicle is in the blind spobdifier, the majority of safety
applications, or example, pre- and post-crash warnings, involve aamgber of vehicles.

In such one-to-many communication scenarios it is important to avoid duplieatissions. To under-
stand what this means, consider a scenario where two vehictagl0, have a collision on a highway which
results in blocking a number of lanes. These vehicles would broadcaatrang message, that would be
received by vehicles close to the collision, say vehidlgs = 1,2, 3,.... These vehicles, in turn, would
forward the warning message to vehicles further away from the collisaynyshicle®;,i = 1,2,3,.... A
duplicate transmission would result3f would send two messages 19, one for itself and one to be
forwarded to2; . A duplicate transmission would also resulRifwould directly receive a second warning
message fror; once it is closer to the collision. Simple rules, translated into utility values for paiential
receiver can be used to suppress such duplicate transmissions.

To suppress duplicate transmissions, we use the following ide8; lagtd0, broadcast the message. Let
1;,1 =1,2,3... receive this broadcast. Then amongst these nodes, only the nodésamhitirthest away
from the origin of the message (in terms of distance) are allowed to re-tmetd. et the set of nodes which
receive this next broadcast be denote@pyAgain the same rule applies. Only nodes furthest away from the
origin are allowed to re-broadcast. Nodes which lie between the origin ehéssage and the furthest away
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nodes do not transmit that message. This suppresses duplicate transsniBs@idea is similar to the EXOR
protocol [11].

The main challenge in the design of the protocol is to define a metric whichteetilexdistance from the
origin of the message. We could use a metric similar to the one used in [11]ylpvest-moving vehicles
do not allow the collection of link losses. So, we experimented with the followiag.i&ach nodg which
receives a broadcast starts a random timer proportional to the rdcgyeal strength. I receives the same
message from another node, then it imples that another node furtheradswareceived the same message.
Soj cancels the timer. On the other hand;ifloes not receive any message before the timer expires, it
broadcasts the message. We found the protocol to suppress most@upkssages while ensuring delivery
to all nodes.

6 Applications and Experiments

6.1 Evaluating Applications using Realistic Vehicle Mobilty Models

In this section, we evaluated two safety applications in simulations either usingriaey spray and fo-
cus routing or the proposed multicasting algorithm. To evaluate these appl&atieruse realistic vehicle
mobility models. Note that the research community has used in the past a numbeealfistic mobility
models. We used a better model, the so-called TVC model, to design and evaluatg schemes. However,
this model is still not realistic enough. In the absence of real ample dataseveymthetic mobility traces
generated using the following two mobility models.

Freeway mobility model [10]: This model emulates the behaviour of of vehislesfreeway. In this model,
maps are used. There are several freeways on the map and eacayfieses lanes in both directions. The
dierences between Random Waypoint and Freeway are the follow)riga¢h mobile node is restricted to its
lane on the freeway. (b) The velocity of mobile node is temporally depermteits previous velocity. (c) If
two mobile nodes on the same freeway lane are within the safety distancel{&®glocity of the following
node cannot exceed the velocity of preceding node.

Due to the above relationships, the Freeway mobility pattern is expected tcspatial dependence
and high temporal dependence. It also imposes strict geographictiession the node movement by not
allowing a node to change its lane.

Manhattan mobility model [10]: This model emulates the behaviour of vehiclatreats defined by maps.
The map is composed of a number of horizontal and vertical streets. Eaehlsas two lanes for each di-
rection (north and south direction for vertical streets, east and welsofzontal streets). The mobile node is
allowed to move along the grid of horizontal and vertical streets on the mam ilitersection of a horizontal
and a vertical street, the mobile node can turn left, right or go straight. Tibise is probabilistic: the prob-
ability of moving on the same street is 0.5, the probability of turning left is 0.25teangdrobability of turning
rightis 0.25. The velocity of a mobile node at a time slot is dependent on itsityeéthe previous time slot.
Also, a node’s velocity is restricted by the velocity of the node precedingtite same lane of the street. The
inter-node and intra-node relationships involved are the same as in thedyraedel. Thus, the Manhattan
mobility model is also expected to have high spatial dependence and high &émependence. It too im-
poses geographic restrictions on node mobility. However, it diers frofarége@vay model in giving a node some
freedom to change its direction.

We evaluate the following two applications with the Freeway mobility model and thén&ttm mobility
model.

e Post-crash Warning: Once an accident occurs, approaching vehicles should be warnedvenp
subsequent accidents, inform drivers to use alternate routes, édsTehstandard multicasting sce-
nario, where the warning message should propagate to a large numbsriclieg, using multi-hop
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paths formed by vehicles and possibly some roadside stations. We used Itloasting technique
described in Section 5 to distribute the warning message. The message snitiadeformation of
the direction of travel in which collision occured and whether the collisioueat on a surface street
or on a highway. If the collision is on a highway, message is propagatedrotiig reverse direction
while on a surface street, the message is propagated in all directions.

We used IEEE 802.11(b) protocol at the MAC layer in simulations, set the dée to 11Mbps,

and assumed the message size tbAzebytes. We switched off RTS/CTS. We found that the message

spread throughout the network within a few seconds even without adsige stations. Assuming
zero propagation delay for communication between different roadsitierstausing them reduced the
delivery delay to less than couple of seconds.

e Pre-crash Warning: This application refers to a situation where a number of vehicles communicate to

each other to warn their drivers that there is high possibility of a collisiorst Fartwo-way point to
point communication takes place between the two cars that might collide. Themneg/message is
multicasted to a number of trailing vehicles.

To implement pre-crash warning, we use multicasting with a constant TTL ealueSo, the message

is not forwarded beyon@ hops. This avoids flooding the message to cars to whom the pre-crash

message is not intended. We again use IEEE 802.11(b) MAC, set thatiata L1Mbps and assume

the message size to B¢ bytes. The message size is smaller as the information to be delivered is less.

We observed that the message spread to all cars withops within0.5s of its origination.

e SOS Servicesln this application a vehicle is periodically broadcasting a SOS messagebjeutice
is to route this message to the nearest roadside station, which is then expdotadhrd the message
to an emergency center, e.g. a police station. We use spray and foting eeheme to forward this
message to the nearest roadside station. All roadside stations are asslraedcommon node, that
is the address of all roadside stations is the same. So, if a vehicle seeadsigle station, it updates its
utility function.

We again use IEEE 802.11(b) protocol without RTS/CTS, set the dattoraieMbps and assume the

message size to kil bytes. The message size is smaller because the information to be delivered is

less. Expected delay was always less thaneven in a sparse network with very fast moving cars with
short contact durations.

e Curve Speed Warning:This application requires cooperation between vehicles and roadsidestatio
The stations monitor the speed of the cars and inform the drivers if thegpgmeaching the curve
with too much speed. When the approaching speed is beyond some limit, telesidtions sends a
warning message to the errant vehicle, and this message is then transforan@e-crash warning by
the errant vehicle and multicasted to all vehicles withimops.

The applications we study show the efficacy of the proposed routingrezheroposed in delivering
essential data within a reasonable time frame. Simulating and evaluating otitgraggblications is left as
future work.

6.2 Experiments

Simulations and analysis are very important tools in designing routing solutitmvgever, they both have
their limitations. Motivated by this, we decided to go beyond simulations and é¢geahm spray and focus
routing scheme on an actual testbed. So, we acquired a number of IC&F38B4 which are a mini-PC
running Click [30] and Linux 2.6.20. Each node is equipped with a Sena®{88D2 wireless card running
the madwifi driver [3] and an omni-directional antenna. These wirelesdsoaill be operated in IEEE
802.11(b) promiscuous mode in a manner similar to the simulations.
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We are currently in the process of implementing spray and focus over thealiter. We also plan to talk
with the USC Transportation Office [7] to install these devices in their fleebois and “campus cruisers”
that connect the two main campuses, and, in addition, cover any route ensddeile radius around the two
main campuses.
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